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THE NESTED GRID MODEL

Norman A. Phillips
National Weather Service, National Meteorological Center, NOAA,
Camp Springs, Md.

ABSTRACT. The nested grid model (NGM) consists of a
stereographic hemispheric grid with the option of one
or two interior rectangular grids, each of successively
smaller area and finer horizontal resolution. The
location and number of the vertical sigma levels is
flexible, as 1is the basic horizontal resolution.
Second~order accurate finite~difference formulas are
used, in a two-step Lax-Wendroff procedure. Special
initial treatments are used to reduce spurious gravity
waves from the Himalayas, and to insure symmetry about
the Equator.

Details of the September 1978 state of the model and
its numerical procedures are presented, including the
representation of latent heat release, small-scale
vertical exchange, spatial filtering, grid meshing at
boundaries, and data input from the Flattery global
analysis system at NMC. {(Radiation is not yvet included
in the NGM.) A brief review of experimental results is
presented.

CHAPTER I: BASIC CONCEPTS
The nested grid model (NGM) was constructed beginning in late 1974
to serve as a research model at NMC and as a possible candidate for
operational implementation. Flexibility of its structure was there-

fore important.1

In the vertical direction, a simple ''sigma" coordinate is used:

og=1-p/H | (1.1)

2

where p is pressure,“ and

==}
i

surface pressure. (1.2)

IThis was facilitated by the availability of the PL1 preprocessor
which allows array dimensions in Fortran statements to be changed
at will.

2Pressure in the NGM code and data is expressed in units of 100 cb
(= 1 bar). Otherwise, units are in meters, seconds, and tons.



(Note that opposite to usual usage, 0 increases from 0 at the ground
to 1 at the top of the atmosphere.) The vertical discretization was
patterned after that suggested by Arakawa (Arakawa and Mintz 1974),
and is illustrated in figure 1.1. (For notational convenience, we
follow Arakawa and use a caret to denote wvariables located at an
interface, while the same symbol without the caret denotes a quantity
in the layer located above the interface with the same subscript k.)
The distribution and number of sigma layer thicknesses Aoy

~

hoy = Oppq - G (k= 1,...,K)

X
1.3
kE 1 A, (1.3)

1,

was left open and is set by input data cards in the initial data code
associated with this model. The model therefore does not contain either
a unique thin boundary layer next to the ground, nor a "tropopause,"
such as exists in current operational NMC models.

Various choices of Ao have been used, all of which, like the pattern
used at the Geophysical Fluid Dynamics Laboratory (Mivakoda 1973), have
smaller values of Ao at the top and bottom of the atmosphere, with
larger values in between. In a 10-~level version (K = 10), for example,
the values were chosen symmetrically as follows:

k = 1 and 10 0.070
k=2 and 9 0.078
k=3 and 8 0.090 (1.4)
k=14 and 7 0.109
k 5 and b 0.153

Meaningful tests of the effect of varyving these sigma increments have
not yet been made.

The nested aspect of the NGM is illustrated in figure 1.2. This
figure is a stereographic map, and the finite-~difference formulation of
the forecast equations is done in stereographic coordinates x,y:

cos®
(x, vy = 2a —————— {(cosX, sin}) (1.5)
1+ sin®

where a, ©, and ) are the radius of the Earth, geographic latitude, and
longitude.

The outer grid, denoted by A, is a square array in which 1 and j each
run in the x and v directions from 1 through 2«NH+6. The North Pole on
this grid is located at

1= j = N+4, (1.6)
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Figure 1.1.--Vertical structure of the NGM showing the location of
interfaces (solid lines) and layers (dashed lines),
and the variables defined at those positions.



Figure 1.2-~Three-grid structure of the NGM, and its orientation
with respect to the Greenwich meridian (GRN).

The integer NH determines the horizontal grid spacing A on this grid:

2a ;
= L, 1.7
b NH+0.5 (.7

The outer boundaries of grid A therefore extend at least 2.5 grid incre-~
ments into the Southern Hemisphere. This extension is to facilitate
applying a lateral boundary condition at the Equator (see Appendix I).

Grid A is used in every forecast, but located within it is an optional
grid B, having twice the resolution of grid A:

éB = %AA. (1.8)

A third grid, C, can also be located within grid B, with still finer
resolution:

(1.9)



The model can therefore be run in three formats: only grid A; grids
A and B; or grids A, B, and C.

The grid lines of grids B and C are parallel to those of grid A, but
both interior grids may have differing x and y dimeunsions given by the
ranges 1 = 1,...,IM, and § = 1,...,JM, so that their areas can be
rectangular in shape.

The final horizontal degree of freedom is that the positive x-axis
of grid A, defined by eq (1.5) as the line X = 0, may be rotated an
arbitrary amount Ao eastward from Greenwich:

A= tan"l{z} = A

g - A

(1.10)

G o?

where XG is longitude measured eastward from Greenwich.?!

The time step At for each grid is proportional to its grid increment,
so that the ratio

e = At/A ’ 1.11)

is the same for all three grids. The time stepping procedure is
fllustrated in figure 1.3 for the most general case of three grids. A
complete time~step cycle in this three-grid format consists of seven
forecast steps. First there are two time steps on grid C, followed by

a single time step on grid B (steps 1, 2, 3). This is followed by an
interpolation process, denoted by an asterisk, during which the outer
boundary points of grid C are updated by an interpolation from grid B,
and those interior points on grid B in the vicinity of the edges of C
are updated by interpolation from grid C.4# Following this interpolation,
the forecasting is resumed on grids C and B in steps 4, 5, and 6. After
they have again been mutually interpolated, grid A is forecast for one
time step in step 7. This is followed by an interpolation between

grids B and A similar to that between B and C. The final process is to
update the outer subequatorial points of grid A by applying the equa~
torial symmetry condition of

adoefdt =0 (1.12)
: dA 39 oH .
%6{3 cos @ag =35 = 30 0 (6 is potential temperature).

1The choices Ao = 10° and -15° result in the negative y-axis of figure
1.2 being located at 80°W and lOSOW, corresponding to the orientation of
the PE and LFM grids used at NMC

2The grids overlap just enough for this interpolation process to be
carried out, as described in Appendix H.



3

A B C
GRID

Figure 1.3.--Time stepping required for grids C, B, and A. Mutual
boundary interpolations are denoted by an asterisk.
The final equatorial treatment on grid A is indicated
by the plus sign. ’

This nesting procedure is a "two-way" interaction in the terminology
of Phillips and Shukla (1973). It has the virtue that gravity waves on
an interior grid can disperse freely outward across its boundaries.

The reduction in grid size by a factor of only two between neighboring
grids minimizes possible differences in computational phase speeds, and
any peculiar boundary reflections and trapping to which this difference
might give rise. At the same time, the structure shown in figure 1.3
insures that if it is the forecast on grid C which is of major interest,
most (74/7) of the computational work will in fact be spent on that grid.

As a practical matter, it may be mentioned that the hemispheric output
codes developed for this model obtain a desired output gridpoint value
on an arbitrary hemispheric stereographic output grid by simple interpo-
lation only on the finest of the three forecast grids that has a forecast
grid square containing the desired output gridpoint. No trace of the
underlying forecast grid boundaries has ever showed up on output maps
constructed in this way.



A typical computing requirement for the NGM is 36 min of CPU time on
an IBM 360/195 for a 24~hr forecast using a 10-~level version with two
grids; grid A having NH=27, and grid B having 51 x 59 gridpoints. Under
favorable system conditions, this must be supplemented by only 10-15
percent input-output time for core~disk transfers. The required core
storage is approximately IMMx295x(K+1l) words, where IMM is the maximum
i length of a grid row (normally IMM=2NH+6). The configuration defined
above requires about 195000 words of core storage. (Single precision
floating point numbers are used: in the IBM 360/195 system one such
word or number = 4 bytes = 32 binary places, with a precision of about
7 decimal digits.)



CHAPTER II: GRID STRUCTURE AND FORECAST EQUATIONS

The basic forecast variables in the NGM are
H = surface pressure
HE& = sfc. pressure X potential temperature
Hu = sfc. pressure x x-velocity component
Hv = sfc. pressure x y~velocity component
Hq = sfc. pressure x specific humidity

The last four variables are all located within the sigma layers of
figure 1.1. Some two-dimensional surface fields are also carried.

¢g = ground geopotential

PRCP

f

accumulated forecast precipitation
ST = ground (or water) temperature

SR = surface roughness

SM = ground or water moisture

SA = surface albedo

5§ = snow cover

In the present form of the NGM, radiation is not included in the "physics,"
so that turbulent heat flux from land cannot be computed. ST is therefore
irrelevant over land at this time, as are SM, SA, and SS.

The forecast procedure on any one of these grids to do one time step,
Aty or Atg or Aty (i.e., one of the seven forecast operations on figure
1.3), is a "two-step' second-order Lax-Wendroff process (Phillips 1962;
Lax and Wendroff 1964). It uses the Eliassen time and horizontal
staggering of variables (Eliassen 1956). At the bBeginning (and end) of
the double steps, the variables are located horizontally as shown in
figure 2,1. At the intermediate half-time step, forecast values of H, ©,
and q are computed in the center of the grid square (denoted by H”, 67,
and q”) while forecast values of u and v {(denoted by u” and v*) are
computed in the locations of Hv and Hu. These primed variables are valid
at t + %At. They are then used to compute the derivatives needed in
taking the original variables a full time step from ¢t to t + At. (The
two-~dimensional fields ¢g,.‘.,SS are located at the H points of figure 2.1.
They have no half time-step counterpart.)



j+1

Hu ¢ v’ H e g’ y 1
9?

H8 u’

i P i+1

Figure 2.1.--Location in a grid square of the full time-step
variables H, Hu, Hv, HO, Hq, and the half time-
step variables H”, u”, v’, 87, and q”.



Advantages of this Lax~Wendroff procedure with the Eliassen grid
are as follows: ‘

a. It has no computational modes and is slightly damped. This
feature seems to result in better meshing between adjacent grids
(Phillips 1962; Phillips and Shukla 1973).

b. In the computations, core limitations require that successive j-
strips of data be read in and out of core. Only one strip need bBe read
in for every forecast strip read out, whereas a leap-frog procedure
requires two old strips to be read in for each new forecast strip.

c. The time-averaging procedures (or occasional -uncentered restarts)
that are often necessary in leap-frog techniques are not needed.

d. The small local horizontal averaging involved (which gives rise
to the small damping) eliminates the ¥Z factor multiplying the magnitude
of the horizontal wind in the computational stability criterion (see
Chapter VIII.) ‘

e. Gravity wave propagation is treated more accurately than in the
Shuman procedure generally used at NMC (Shuman and Hovermale 1968;
Gerrity 1977). -

The disadvantages are
f. Separate codes are necessary for the half and full time-step.

g. About twice as much arithmetic is required per double Lax-Wendroff
time-step as is needed in the Shuman procedure for a single leap~frog
step.

Disadvantage f is a minor problem, but disadvantage g is potentially
serious. A careful design of the computation strategy, core storage,
and detailed "do-loop' structure to reduce CPU time was therefore
planned from the beginning. Some success in attaining efficiency is
shown by comparative CPU times. The NGM takes 1.46 x 10 * sec per grid
point per level for the Lax-Wendroff double time step, compared to the
1.05 x 107"% sec per grid point per level required by the current
operational seven-level hemispheric model for each leap—~frog time step.

Both the half time step and full time steps use the hydrostatic
equation

36/0m = - cpds 2.1
in which
¢ = geopotential = gz
T = prCP (2.2)
g = potential temperature,

- 10 -~



to compute the geopotential from forecast values of H (Surface pressure),
8, and the known ground geopotential

¢g = g x ground height, (2.3)

Both time steps also use the continuity equation in sigma coordinates:

B _ _ 530 _ 44 ). 2.4
e H Y div(H ©) ( )

s .
The horizontal velocity v has x and y components u,v;

1 dx _ dey _ ax (2.5)
S T cosi{a EEJ sinl(a cos® dt)’
14 , do d)
V=T r s SLnA(a EEJ + COSA{a cos® dt}’ (2.6)
The map scale factor is
_ 2 x2 + y? (2.7)
™ =1 ¥ sind S T

The divergence operation in stereographic coordinates is

div(H V) = m’f(gx( J = [*IVH : (2.8)

The boundary conditions & = 0 at ¢ = 0 and 1, when applied to the

vertical integral of eq (2.4), yield the surface pressure tendency
equation: -

1 ,

Mo - [ div(s Pdo. (2.9)
at 5

This is used in both time steps to predict H and H”, and, after sub-
stitution in eq (2.4), to enable & to be computed from

aewy_ _ fom

o (3¢ + div( %)].

The form of the remaining basic forecast equations differs in the two
time steps, however.

- 11 -



In the half time step, the "advective" form is used. Let us define
the advective operator A on an arbitrary scalar h by

dh _3h oo, s2h
dt “ax T VT 9
dh oh sh . 3h
= — : g 2.11
5t + m[uax + v§§) + 0% ( )
oh
= 3t + A h.

The half time step equations then use the following prediction
equations for u, v, 8, and q.

%%-= - Au - m{%§-+ cp eggi + v+ F, (2.12)
%::‘7 T AV m[%i?“ °p e%-;—] - flu+ Ty, (2.13)
%i— = - A8 + ;i‘;(Qturb + Qraq) (2.14)
%?{ == A4+ Qg (2.15)

In these equations, f” is a modified Coriolis parameter
(R = 7.29 x 10™%/sec = angular rotation of the Earth)

£ = 20sin® + (uy - vx)/2a? (2.16)

F,F,Q , and dtur are the horizontal frictional forces, heating,
ahid mbistite changes arising from small-scale vertical turbulent
exchange. They are described in Chapter II1I. (The NGM has no explicit
horizontal diffusion except for the special purpose filtering described
in Chapter V.) Qrag:» the heating from radiation, has not yet been
introduced in the NGM, and is written symbolically in eq (2.14) only
for completeness at this time. Note that eq (2.14) and (2.15) do not
contain contributions from condensation of water vapor. This is
included only at the end of the full time step, which is now described.

The full time step equivalent of eq (2.12)~(2.15) is written in "flux"
form, based on the following relation for an arbitrary scalar h:

- 12 -



3 (Hh)
3t ot at

i

H]

dh 30
[ Ah + EEJ - h{H 35 + div(Hv)}

- _12 4 , dh
= [5540 Hh) + div({% Hh)} + H at
- dh |

B(#h) + H — qt

Using the flux operator B so defined, the equations for the full
time step are

3_2.;1 = - B(Huw - m{agi - (4 - Rne)g% +HEY + Fy), (2.17)

v~ — p(v) - m{2He - (4 - Rne)?ﬁ) FHG fusr) o (2418
ot dy ay

é%%;; T RO Hp(Qtul'b+ Qrag* Qcond) . (2.19)

é%%“z - Btﬁq}'+ ﬁ(qtutb + écond)' - ' ; | ”’(2.2O?

The pressure force terms in eq (2.17) and (2.18) are written in this
manner instead of H(3¢/3x + c,8 9n/9x), to provide exact momentum con-
servation properties. (See Appendix B.) The latent heat terms Qcond
and q are now evaluated by means of the adjustment process
descrlbeg in Chapter IV.

To summarize: In the half time step, eq (2.1), (2.9), (2.10), and
eq (2.12)~(2.15) are used to compute (B", 67, g7, u”, and v7) at time
t + 0.5 At as located in figure 2.1 from the values of H. H6, Hq, Hu,
and Hv at time t in that figure. Then eq (2.1), (2.9), (2.10), and
(2.17)~(2.20) are used to compute (H, HO, Hq, Hu, and Hv) at time t + At
at their original locations. In this last process the primed variables
at t + 0.5 At are used in evaluating the B term, the pressure gradient
and Coriolis terms on the right side of eq (2.17)~(2.20), and the
complete right sides of eq (2.1), (2.9), and (2.10).

- 13 -



CHAPTER III., SURFACE FLUXES AND TURBULENT VERTICAL TRANSPORTS

The frictional terms Fy, Fy in the horizontal equations of motion and
the turbulence contributions’ Qp,yp and dtyrp can all be written in the
general form 3Fh/%0, where Fh represents the turbulent downward flux of
the property h through a sigma surface. At the surface (o = 0) these
fluxes take the conventional form

FU'= o,

FV = F3*vair
(3.1)

FT Fl'(Tair - Tsurface)

i

FQ = Fy+(q

- qsurface)

air
where F; is an aerodynamic coefficient (modified to allow for pdz = dp/g
= H da/g):

Fl =g 1%} ¥l (3.2)

(¢ is density.) For bottom lavers of thickness 5-10 c¢b, it has proved
worthwhile to set |¥|,, at a fraction "ANEM" = 0.8 of the wind speed
in layer k=1 of the model. p/H is approximated by the inverse of the
constant RT = (287.05)(273).

The drag coefficient Cp consists of two factors:

Gy = CBV ’CDr
where Cpy represents a simple empirical dependence on l%]an:

>

Cyy = (0.7 +0.07 [v,,|)/1.296. (3.3)

Cpy 1s the measure of surface roughness derived by Cressman (1960},
having the value of 1,296 x 10™° over oceans and reaching a maximum
value of 8.5 x 1073 over the central Rockies and Tibet. This results
in a value of Cpy = [0,? + O.D7I$an]} x 1073 over oceans, as used by
Qoyama (1969).

The surface fluxes FT and FQ in eq (3.1) are only computed over oceans,
using T,;, = HR/Cp times 6 from layer 1 and qgir = q{layer 1). Over land,
FT and FQ are at this time set equal to zero, since T gy face Over land
cannot be predicted without a heat balance condition for the soil, which
in turn requires knowledge of the missing radiation fluxes. Over water,
Taurface 1s the same sea-surface temperature field used by regular NMC
models, and 9aurface 1s the corresponding saturation specific humidity.

- 14 -



u and v_s:.. in eq {3.1) are reduced by the same factor ANEM from the
air a1r

u ané v of layer 1 to anemometer level, and also rotated by an angle of

22.50, counterclockwise in the Northern Hemisphere, clockwise in the

Southern Hemisphere.

In the interior, at interfaces oy, k = 2,...,K, the sigma form for the
flux Fh, derived from the conventional austausch form, is

2.2
_pg” ,oh
Fh 02 Aac (3.4)

where A, of dimension mzls, is a kinematic austausch coefficient. Fh
is evaluated by first simplifying p g/H = (1 - o) (g/RT) to (1 - op) *
(7440 m) and then defining the exchange coefficient Fy:

. 1-0y}2 2 A
Fr(k = 2,...,K+1) = {7536} (Ao +Aoy_;) k (3.5)
where Ak is prescribed as a simple function of the Richardson number, Ri:
A = flim (3.6)
L+ {Riik

Then, for h = u, v, 6, or ¢, we have a general formula for the interface
flux at k = 2,...,K+1:

At the top of the atmosphere (k = K+l1), &k =1, so ﬁk vanishes there.

No remarkable virtues are associated with the crude expression eq (3.6)
for A except that it does increase the vertical exchange with smaller Ri.
A{qp has normally been set at 50 m?/s. For typical free atmosphere Ri
values of 30, A is then about 2 m?/s. This produces a negligible effect
on the large-scale interior motion:

2
Fooov AW o 90— 5 a 1076 peg™2 ., (3.8)
X 3z2 (7000)2

This is only about 0.1 percent of the typical Coriolis acceleration.
For the exceptional case of Ri ~ 0, A is about 200 m?/s. Here the
danger is violation of the CFL criterion for vertical diffusion, which
is (approximately),

(az)?
A< 4ot (3.9

where Az is the height increment corresponding to Ac. The 7Q0-m value
of Az implied by the Ao = 0.07 of (1.4), together with a typical time
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step of 1/7 hr on grid A requires A £ 238 m?/s. This computational
stability criterion was used in fact to set A1im at 50 m?/s for Ac's
of the type listed in eq (1.4). For smaller Acg, either Apim or At
would have to be reduced. (In view of our ignorance about turbulent
exchange, the prudent person would of course reduce Ayip.)

At the present time, the meteorological effect of this somewhat
arbitrary vertical turbulence £lux in the free atmosphere is minor.
It has produced some beneficial stabilizing tendency in extremely
strong baroclinic jets (90 m/s) that occur in winter. It does produce
an average downward heat flux equivalent to a net warming of several
tenths of a degree per day in the lower troposphere and thereby con-
tributes to a slight warm bias in predicted temperatures. The eventual
introduction of radiation into the NGM (and a surface heat balance
condition over land) should act to correct this.

A dry adiabatic adjustment is incorporated into the prediction of HS.
Immediately after new values of HO have been computed in the full time
step of the Lax~Wendroff procedure (but before saturation is considered),
the vertical distribution of & is examined at each grid point column
for instances of ek 1 < Oy - If adjacent layers k = k,;, to k = k, have
decreasing values o? 6, they are all adjusted to the same value of 0,

eadj = g MO Aoy * E ﬂk&ok. (3.10)
1 1

This adjustment preserves the (dry) enthalpy of the column. It produces
a slight increase in the mean 8, but this is to be expected since the
adjustment process envisages an unstable potential density distribution
breaking up into turbulent motion, which is then converted to heat by
viscosity (Rossby 1932). The process is repeated until no layer has @
greater than the layer below.l

This adjustment can change 6 by 1 to 2 degrees in the initial data
obtained from the global Flattery iscbaric height analyses (see Chapter
V1). However, adjustments of as much as 0.5 degree never occur in a
forecast.

lpfficient programming of this examination is patterned after a routine
developed by J. Stackpole.
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CHAPTER IV. LATENT HFAT RELEASE AND MOIST CONVECTION
This consists of two successive adjustment processes in the NGM:

a. A modified Kuo simulation of organized cumulus and cumulo-nimbus
convection.

b. Large-scale saturation adjustment.

They are applied only at the end of the Lax-Wendroff two-step process;
they are not used at the half time step.

The convection process is patterned after Kuo's original scheme
(Ruo 19653). It is not to be thought of as modeling isolated thunder-
storms, such as occur from afternoon heating, but rather as modeling
the organized moist convective process brought about by the simultaneous
occurrence of three factors: large-scale convergence of moisture, a
moist unstable lapse rate, and at least moderately high relative
humidity. As such, it can be viewed as a slightly more sophisticated
version of the moist-adiabatic lapse-rate adjustment used at the Geo-
physical Fluid Dynamics Laboratory (Miyakoda 1973).

Because the Kuo computation can be time consuming, the NGM uses a
preliminary screening test patterned after one successfully used by
Hovermale. Let DHQy represent the change in Hq for layer k predicted in
the current {full) time step by all processes except condensation [(i.e.,
except deond in eq (2.20)}. The possibility of the Kuo process is
ignored in the NGM unless

A 6 ¢b/ (4.1)
DHO, *Aoy, > At+5 x 107° cb/s. .1
(L. DHQ Aoy

(KACUM is usually set at 4.) A horizontal convergence rate of -107%/s
will produce large encugh DHQ to satisfy this if the specific humidity
is of order 1072,

If the test egqg (4.1) is satisfied, the second test is to take a
parcel from layer 1, with its provisionally forecast pressure and
temperature, assume it is saturated, and determine to how high a layer
it can be lifted moist adiabatically before it becomes colder than the
temperature in that layer. As soon as two successive layers k, and ki
are found to be warmer than the lifted parcel, the unstable region is
defined as extending from k = 1 through k = RKTOP = ky ~— 1.1

IThe requirement for two successive stable layers simplifies the decision
process where the lapse rate is moist adiabatic except for small irregular
deviations.
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Having located a column of large enough water accumulation and an
unstable moist stratification, the following sums over the lavers
k = 2 through KTOP are computed:

WATER = é-ﬁ DHQy * A0y , (4.2)
Q1 =5 T (414 - G *h0, 4.3)

H
Q2 = P I (Tpq - T b0y, (4.4)
QEFF = WATER/{(Ql + Q2), (4.5)

where q.14 and T.1q are the lifted parcel values of saturation
humidity and temperature at laver k, L = 2.5 x 10 kJ/ton is the
latent heat, and the sums in eq (4.3) and (4.4) only include layers
for which q.1q = 9x > 0 or Tagg =~ Tk » 0, respectively. Q1 is the
amount of water needed to fill the unstable layers with clouds, and
Q2 is the amount of water vapor whose enthalpy would be enough to
increase the dry enthalpy of the existing lapse rate to that of the
cloud.

The Kuo changes in T and q for layers k = 2,...,KTOP are then
given by

DTKUO, = QEFF+(To14 - Ty), (4.6)

DQRUOy. = QEFF*(q 14 = q3) (4.7)

except that negative values are replaced by zero. The sum over k of
eq (4.6) times cp~A0k plus eq (4.7) times L+Acyp is equal to the sum

L ) DHQ Aoy .

DTKUO represents a temperature increase due to convective precipitation,
and is to be added to the already forecast values of HB, at the new
time step, but DQKUO (when multiplied by H), represents a revised
version of DHQ. As such it is added to the Hg from the previous time
step in place of adding the original DHQ.

A weakness of the scheme described above is that it will predict some
convective precipitation even when the enviromment is dry enough that
entrainment would quickly evaporate convective clouds as they extend
into the drier regions above. (In other words, under these dry (but
unstable) conditions in nature, all of QEFF goes into DQKUO even if
T > T.) To correct this, the NGM contains a simple modification.

e condensate

(c /L) DTKUOy * Aoy (4.8)

produced in layer k (k = 2,...,KTOP) is allowed to fall, subject to
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the condition that it must evaporate until each layer through which it
falls has reached a relative humidity of (arbitrarily) 90 percent of
the relative humidity criterion used in the large-scale saturation
process described below. The obvious cooling adjustment in DTKRUOQ is
made for each layer experiencing such evaporation. This modification
seems to have eliminated the falsely computed convective zones in
question.

The purpose of this moist convection adjustment process is to prevent
calculations being made with the nonturbulent equations alone under
conditions of static instability (where they are inadequate). The
process as described above seems to have performed this function well
in all computations so far with the NGM, except for one case described
in NMC Office Note 171 (Phillips 1978). In that example, readily
identifiable (and deleterious) consequences of explicit large-scale
release of moist instability were experienced:

a. when the initial moisture distribution in the warm air was clearly
analyzed as too wet below 850 mb compared to radiosonde observations;

b. with a corrected humidity analysis, when the horizontal resolution
was reduced from 99 to 62 km on grid C.

The first of these need not be a fault of the NGM, but the second
strongly suggests that the moist convection process used in the NGM is
not a satisfactory solution under all conditions.

The large—scale condensation process is an isobaric adjustment applied
at every gridpoint, after the Kuo process has been applied at its
selected columns. {(The twe top layers are not adjusted to saturation,
since specific humidities at these heights are small.) The saturation
adjustment is patterned after the isobaric constant enthalpy process,
similar to the well-known 'wet-bulb' relation. Given a mixture of moist
air at temperature TO, total pressure p, and specific humidity ¢®, such
that q° is greater than the saturation specific humidity at T°, an
(irreversible) isobaric constant enthalpy adjustment will produce
saturation at temperature T~ > T°. After neglecting several small terms
in qo, this balance can be stated as

ep(T7= 1% = L[a%= qg(T)]. (4.9)
Using the approximate relation

[B_qs} = ,_If_.z qs = ®°qg>s (4.10)
3T Jp  RyT

qq at the unknown temperature T~ can be written

4 (T*) = qg(T®)[1 + a+(T"= T9)]. (4.11)
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This can be evaluated after T° - T° is computed from eq (4.9) and (4.11):
T - 1° = [q° - qS(TO)]/[_LE +a qg(TH]. (4.12)

This approximate procedure succeed$ in having the new adjusted ¢,

given by eq (4.11), very close to the true gsaturation specific humidity
at the new adjusted temperature T”. It avoids the undersaturation
computed by using qS(TO) instead of qS(T'} for the adjusted q.

An important practical modification in the NGM to eq (4.11) and
(4.12) is that large-scale saturation is defined as occurring at a
fraction 0.9 of qg4. (Roughly similar saturation factors are used in
NMC operational models.) A factor 0.9 is thereby introduced in front
of the three qS(TO)kappearing in eq (4.11) and (4.12). Some experimen-
tation was -done with this factor. More testing should be done, but only
with initial humidity analyses that are more reliable than provided by
the current NMC analyses of water.

At the present time, all condensed water vapor falls immediately to
the ground in this large~scale adjustment process; no allowance is yet
made in the NGM for evaporation of falling drops and cloud storage.

An interesting example of forecast precipitation rates from the first
precipitation forecast of the NGM is reproduced in figure 4.1. This is
a time sequence of the forecast surface pressure, convective precipita-
tion per time step and large-scale precipitation per time step at a
fixed point in the Chio valley during the passage of a spring storm.
Only grid A was used, with a time step of 1/8 hr. Values are plotted
at each time step.. Of special note are ' '

a. The smoothness of the two precipitation records.

b. The sudden termination of the convective precipitation at 17 hr
[due to the test (4.1)] causes an immediate jump in the large-scale
precipitation, so that the latter at the first time step without con-
vective precipitation is almost as large as the total precipitation in-
the preceding time step.

c¢. The surface pressure changes very smoothly, but it is subject to
appreciable oscillation with periods of 3~4 hr.

The large surface pressure oscillations shown here have been traced
to external gravity waves, moving at speeds of about 300 m/s. They
originate over the steep slopes of the Himalayas, Greenland, and the
Rockies because of vertical truncation error in the evaluation of the
horizontal pressure force, '

in the presence of a sharp tropopause over steep orography. The
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Himalavan slopes are by far the strongest source of these waves;
Chapter VII describes the method now used in the NGM to reduce their
effect.!

There is a pronounced correlation on figure 4.1 between rising surface
pressure and minima in the large-scale precipitation rate, and falling
surface pressure with maxima in the large-scale precipitation rate.

The maximum pressure change in the wave is 1.3 cb between 19.5 and

21.75 hr. 1If this is experienced by a 50-cb thick saturated layer in
which (3qg/3p) along a moist adiabat has the (observed) value 2 x 107 %/cb,
the precipitation in this period should be modified by an amount

1.3 x é#%‘x 2 x 107" = 1.3 x 1073 (tons'm 2 = m). (4.14)
When divided up between the 18 time steps in this 2%-hr period, this
yields a typical decrease in precipitation rate of 7 x 107° m/time step,
reasonably close to the forecast dip in precipitation rate in this time
interval shown on figure 4.1. As such it provides an interesting,
albeit fortuitous test of the NGM large-scale precipitation mechanism.

Precipitation forecasts with the current (1978) NGM (almost none of
which have been summer cases, however) appear to be at least as good as
those made with the LFM and seven-layver operational models at NMC. An
earlier version of the NGM suffered from severe short wavelength trun-
cation error in the advection of specific humidity. This showed up as
"wiggles' in the q values on a sigma surface in the generally dry air in
back of a cold front. The wiggles had wavelengths in the range 2 to 4
grid increments and an amplitude large enough to produce negative values
of g at their minima and slight supersaturation at their maxima. The
resulting widespread areas of slight precipitation (£ 0.2 in./12 hr)
seriously degraded the usefulness of the NGM precipitation forecasts
(Stackpole 1978b).

Tests with fourth—order, accurate, three~dimensional advection of ¢
did not correct this problem. The periodic filtering procedure described
in Chapter V did ameliorate it to a considerable degree, however. Two
examples of excellent 48-hr precipitation forecasts from the revised
NGM are given in NMC Office Note 171 (Phillips 1978).

In common with other models, the NGM underpredicts precipitation in
the first 9 hr. To some extent this may be because the initizl velocity
fields are nondivergent. The picture is complicated by uncertainties
in the initial humidity analysis, however; some test forecasts with
quasi~geostrophic deduced initial divergence fields on grid B of the

IThe large *6-mb oscillation in figure 4.1 centered around 20-22 hr is

a wave that initially moves equatorward from the Himalayas, is reflected
at the Equator, and then refocused over the United States. The initiali-
zation procedure described in Chapter VII typically reduces this wave to
+2 mb.
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NGM have not shown a marked improvement in 0-12 hr precipitation
amounts, even though these initial divergence fields seemed to be good.
(It appears that the model will develop most of the correct divergence
field in about 6 hr after a nondivergent start.)

Several obvious extensions of the present NGM precipitation scheme
would be (a) extend the Kuo process so as to examine moist instability
starting from higher layers (e.g., warm front thunderstorms), (b) experi-
ment with the 90-percent saturation criterion, and (c) include evaporation
of falling large-scale precipitation. It appears not worthwhile to do
these, however, until better initial humidity analyses are available.
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CHAPTER V: HORIZONTAL FILTERING

A smoothing operation [a low-order versiom of the type discussed by
Shapiro (1975)] is applied every 3 hr to the forecast fields of u, v,
8, and q, on grids B and C. Let the operators L and M define the three-
point second-~difference operators on the grid point variable hij
(h = u, v, 8, or q):

L hi' = (hi"‘“i. hd Zhi' -+ hi"i‘)/ll*’
3 J 3 J (5.1)

and let the ranges of meaningful wvalues of the unsmoothed variable h be

i IL to IR

(5.2)

i

i JB to JT.
First, each i-row (for j = JB to JT) is treated as follows to give

an i-smoothed value denoted by h}ij‘

H

Points 1 = IL and IR:

h i3 = hij . (5.3)

Points 1 = IL + 1 and IR - 1:

h}j = hij + L hij' (5.4)
Points i = IL + 2 through IR - 2:

Ry = hyy - L2 hyge (5.5)
Following this, the final smoothed variable h;., is obtained by the

following operation on h’ij (for i~columns i = IL through IR).

Points j = JB and JT:

'Hij =h’yy. (5.6)
Points 3 = JB + 1 and JT - 1:

hjj = h'g5 + M b7y (5.7)
Points j = JB + 2 through JT - 2:

hs = h%.~ M2 h” (5.8)

ij ij ij *

- 24 -



1f the initial field is of the form

hy = exp[V-1(oi + BT, (5.9)

so that o and B - define the x- and y-wavelengths,

o = z%é,, B = ZEA , (5.10)
x y

the response over the main interior region is

- - ain® BIr1 - sint &
hyy = hij x [1 - sin 2](1 sin 2]. (5.11)

Two grid increment waves (for which o/2 or 8/2 is equal to 7/2) are
therefore completely eliminated. The individual factor

[1 - sin* a/2] takes the value 0.44 for a three grid-increment wave
and 0.75 for a four grid-increment wave. It is greater than 0.95 for
wavelengths greater than 6.4 grid increments. !

The basic variables Hu, Hv, H®, and Hq have the surface pressure H
divided out before this smoothing operation and reinstated after the
operation. H itself is not smoothed. 1In the first tests of this
scheme, the complete variable array H, Hu, Hv, HE, Hg was smoothed
directly. This proved satisfactory in regions and grids where the
(fixed) surface orography ég had no energy in the 2-4 grid-increment
scales, but introduced noticeable roughness in regions of more irregular
bg when the horizontally smoothed data on sigma surfaces were interpo-
lated onto constant-pressure surfaces. The roughness arose, of course,
from the inconsistency of smoothing surface pressure but not orography
in those regions. The variables u, v, and 6 are filtered because the
6 field occasionally develops the same type of irregularities as q to
the rear of sharp cold fronts. This filtering of & then suggested it
was logical to filter u and v for dynamical consistency.

At the present time the forecast sigma fields are smoothed in this
way only on grids B and C; the special programming necessary to smooth

grid A with its roughly circular computational boundary has not been
done.

lSome tests were made with the sharper operators L3 and M3 in eq (5.5)
and (5.8) but the present ones seem adequate.
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CHAPTER VI: INPUT DATA

The main source of initial atmospheric data for the NGM has been the
global isobaric analyses of geopotential, wind, and relative humidity
prepared by the "Hough" analysis program at NMC. 1In this program,
developed initially by T. Flattery, simultaneous analyses of wind and
geopotential are made. These two fields are constrained (separately for
each zonal wavenumber and for each meridional wavenumber), by the kine-
matics of the Rossby-modes of the linearized theory of perturbations on
a resting atmosphere.1 From the practical aspect, a main consequence is
horizontal velocity fields that have negligible divergence (an rms 'value
~ 107%/s) and that are in reasonably close geostrophic balance with the
analyzed geopotential field. The analysis is truncated rhomboidally at
wavenumber 24, which omits some small-scale features.? This is the
analysis used for the operational Northern Hemisphere model at NMC.

Observations and some artificial "bogus' data are combined in the
Flattery program with first-guess analyses provided by short-period
forecasts from the nine-level global 2% x 2%-degree latitude-longitude
model (Stackpole 1978a).3 The resulting global analyses are tabulated
at intervals of 2.5 degrees in longitude and latitude on a "GLOPEP" data
set, for the 12 standard surfaces 100, 85, 70, 50, 40, 30, 25, 20, 15,
10, 7, and 5 ¢b. Relative humidity analyses are also made for the
lowest six surfaces 100~30 c¢b. The horizontal analysis program is
carried out not for fields on individual pressure surfaces, but for the
horizontal distribution of vertical empirical orthogonal functions, six
functions being so analyzed for the wind and geopotential height fields,
and three for the humidity fields. This vertical truncation from 12 to
6 and 6 to 3 results in some noticeable irregularities in derived
temperature lapse rates in the high tropical troposphere and can produce
unrealistic relative humidity profiles in the lower troposphere. The
former of these activates most of the dry adiabatic adjustment at t = 0
referred to in Chapter III.

The field of surface geopotential ¢, used in the NGM was derived from
the Northern Hemisphere heights at 1° x 1° latitude-longitude points
obtained some years ago by NMC from the Fleet Numerical Weather Center,
supplemented by a 0.25 degree resolution orography set over the contiguous

1The relation used is only that for one vertical mode of the linear theory,
corresponding to an "equivalent depth' of 11.5 km.

2For example, low-pressure centers over North America are often not
analyzed deeply enough by as much as 60 m in geopotential.

3Ship air temperatures have been ignored, but are being introduced into
the data base at the current time.
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United States prepared by the Geophysical Fluid Dynamics Laboratory.
This combined array on a 1° x 1° grid was then reflected into the
Southern Hemisphere. The resulting global array was analyzed into a
72-wavenumber (triangular) spherical harmonic representation, and this
truncated representation was then tabulated in the Northern Hemisphere
onto a 1° x 1° latitude~longitude array. This array is now used to
give surface heights (by interpolation) for the gridpoints of each NGM
forecast grid by the input code.

This filtering of ¢, eliminates two-dimensional wavelengths in ground
height shorter than 5%6 km, but as long as the horizontal space increment
on grid A is smaller than this value there is compatibility in the oro-
graphy seen by each of the three grids where they overlap. The small-
ness of 2 x 72 = 144 compared to 360 means that a "Gibbs phenomena' can
be expected where high mountain ranges are close to the coast, as in the
Gulf of Alaska and off the northwest coast of South America. The surface
height reaches a minimum of around -200 and -75 m in these two oceanic
regions. Over the rest of the oceans, the height field is characterized
by #10 m deviations from zero with typical wavelengths around 600 km.
Strong smoothing of the narrow Cascades and Brooks ranges is the most
noticeable meteorological weakness of this filtered orography field.

The input data for each NGM grid is obtained by horizontal and vertical
interpolation from the Hough analysis. But before this is done, the
global latitude-longitude data on the GLOPEP data set is subjected to a
modification near the Equator. Let a be the following function of
latitude:

2
u@=os+ﬂ%}~ﬁ§ﬂ, (6.1)

where © is the Northern Hemisphere latitude in degrees, o varies
monotonically from 0.5 at the Equator to 1 at @ = 20°, with a slope of
zero at 20°. The "even" variables E = zonal velocity, geopotential,

and relative humidity, and the 'odd" variable 0 = meridional velocity

on the GLOPEP data set are then modified separately at each longitude by
the following linear combination of Northern and Southern Hemisphere data:

e 2 20°: No change (6.2)
050 <20° E“(0) = a(0)+E(0) + [1-a(0)]-E(-0), (6.3)
0°(0) = a(0)+0(0) - [1-a(8)]+0(-0).  (6.4)

B <0 : EO) =E(-9), (6.5)
0°(0) = - 0°(-0). (6.6)



This procedure produces even fields that smoothly approach the con-
dition 3E/38 = 0 at the Equator, and odd fields that smoothly approach
zero at the Equator, in conformity with the boundary conditions eq (1.12).
This will have some meteorological consequences, such as modifying the
Intertropical Convergence Zone at 10°N in the Pacific, and in eliminating
all cross—-equatorial flow. This seems a small price to pay, however, in
a hemispheric model using nondivergent initial data.

The procedure does introduce divergence in low latitudes into the
otherwise nondivergent initial winds. Since this divergence is meteoro-
logically meaningless, the symmetrizing operations eq (6.2)-(6.5) are
followed by an equatorial balancing program in the input code. Three
operations are involved at each pressure surface:

a. The wind field between the Equator and 20°N is made nondivergent:

=

Vaew = k x v 6.7)

where the streamfunction ¥ is determined from the vorticity of the just
symmetrized wind

k -> ->
vgw = = Vek x vg

o (6.8)
using the boundary conditions
@ =0: oy/3x =0 (6.9)
o [ ae
© = 20°N: 8w/oxr = [a cos@[agjsvm]m. (6.10)

b. The geopotential field between 0O and 20°N is changed to satisfy
the linear balance equation

2 = Ue . . ‘
v énew = V. (208in® V) (6.11)
with the boundary conditions
0= 0 8¢new/8@ = 0, (6.12)
o
© = 207N: b ow = ¢sym . (6.13)

¢. Values of the zonal and meridional velocity components and ¢ at
the Southern Hemisphere latitudes -2.5 , =5, etc., are set equal to the
appropriately symmetrical values from the corresponding Northern Hemi-
sphere latitudes +2.5°, +50, etc.

At this point, the zonal and meridional velocities {(a cos® dx/dt) and

(a do/dt) on the now symmetrical GLOPEP data set are rotated into the
stereographic components u and v by use of eq (2.5), (2.6), and {(1.10).
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- Fach forecast grid array A, B, and C is characterized by its own 1
and j ranges:

i=1,2,...,IM,

I

o= 1,2,...,JM.

It also has its own pole coordinates, i, and 3 , valid for the H points
of the Eliassen scheme of figure 2.1. %The determlnatlon of i, and jp
for grids B and C is described in Appendix H.) Each forecast grid array
is now filled with the wvariables H, H8, Hq, Hu, and Hv as follows:

a. For each i and j gridpoint, x and y for the H point are equal to

x = (1 - ip)°A (6,14

Y

i

(3 - jp}‘A. (6.15)

For the associated Hu (Hv) points with the same i,j subscripts (see
figure 4.1), eq (6.15) (or (6.14)) is increased by 0.5A. A4 in these
formulae is of course the value appropriate to the grid in question as
defined in eq (1.7), (1.8), and (1.9). These values of (x,y) define
the (Greenwich) longitude by means of eq (1.10) and a relation derived
from (1.5):

p = (x* + y?)/4a?, ~ (6.16)
- 1-
e el p
0 = sin (E;g}. : (6.17)

b. Using these three pairs of values of (A,@)ij, a modified hilinear
horizontal interpolation on the GLOPEP array is used to get 12 isobaric
values of ¢, u, and v, and six isobaric values of relative humidity as
these are needed in steps d, e, £, and g below. A value of surface geo-
potential ¢, is also interpolated from the 1° x 1° data set described
earlier in %his chapter. '

c. Current sea surface temperature values and Cressman drag coefficients,
which are tabulated on a stereographic grid at NMC, are obtained by
interpolation.

d. Surface pressure H is determined from ¢, and the column of isobaric
¢ values as follows. Let ¢(p) denote the geopotential in a standard
atmosphere. When ¢g < ¢ at 85 c¢b, the analyzed values of ¢ at 100, 85,
and 70 c¢b are used to define a quadratic fit of ¢ to ¢. This guadratic
is inverted to determine the ¢ appropriate to ¢,, and this F(p) is then
converted into a pressure value. When ¢, is greéater than ¢ at 85 cb,
the same procedure is used with a cubic %1t to § from the analyzed ¢ at
the two pressure levels whose ¢ is below ¢g and the two pressure levels
whose ¢ is above ¢g
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e. The prescribed Ao values determine ﬁk at the interfaces according
to eq (1.1). The pressure pp in the layers is defined in the NGM by

§‘1+K a1
k Pr+1 (6.18)

- (1+€) (B = Ppyq)

(Pk)

where ¥ = R/c,. (See the discussion in Appendix A.) The hydrostatic
equation can be rewritten, again using $(p) as the "pressure" wvariable,
in the form

|5
it
5
o~
~r
i

= 1(p). (6.19)
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This is used to define 11 7 "s (£ = 1 to 11) located at the 11 ¥, values
midway (in ¢) between the 12 standard pressure surfaces. py from eq
(6.18) is converted to a ¢ value. Then a value Ty 1§_asslgned to this
layer, equal to 1,_, if §, < ¢ 1» €qual to Ty _,, if ¢ 2§ , and
=1 k R=11 =11

equal to the appropriate welghted mean of 1, and T 4+ when

£ 994 1, is converted to Ty by multiplication with T(pk} and
tﬁen multlplled by (H/m ) to give HO, .

f. The six relative humidity values on GLOPEP are first extended up
to 5 cb by linearly extrapolating the 30 ¢b value to zero at 5 cb.
These are interpolated to the sigma layer pressure values and multiplied
by the saturation specific humidity appropriate to py, Tyx. Zero is used
for q when pp < 5 cb. Values of q greater than 0.9 of g (saturation)
are reduced to that value. [See the discussion following eq (4.12).]

g. After the atmospheric variables H, H8, and Hg have been filled in
for a grid, the Hu and Hv arrays are filled in. The H values needed
at the Hu and Hv points are given by the appropriate Z-point average of
the nearest two H points (figure 2.1) and then are used to give the
layer pressure values, pj. Simple vertical interpolation is used to
get uy and Vi When py < 5 cb, u, and vy are set equal to the 5-cb value.

The meteorological aspect of the initial gridpoint fields determined
in this way is not completely satisfactory. One obvious bias is the
interpretation of virtual temperatures as actual temperatures. Other
defects are not due to the interpolation procedures described above,
but are inherent in the input global analyses. From experience with
about 10 cases, they can be summarized as follows:

1. Although the wind field v is in satisfactory geostrophic balance

with ¢, the "cyclostrophic correction,” present in the upper troposphere
in sharp troughs, is weak.
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2. Sharp jets (over North America where the data are dense) are
often broader than justified by the data (Phillips 1977).

3. The detail of the sloping stable layers of strong fronts is
missing (Phillips 1977).

4, Low-level inversions are smoothed vertically; temperatures in the
bottom sigma layers are often too warm by several degrees. This (and
point 3) is presumably due to reliance on standard pressure gedpotentials
to derive T{p).

5. The Flattery humidity analyses tend to be too moist in the lower
troposphere.

6. It is suspected that the wind analyses at low levels (100 or 85 c¢h)
do not adequately reflect frictional effects i